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5. FORSCHUNGSPROJEKTE

Projektleitung: Prof. Dr. Christian Hansen

Kooperationen: Universitatsklinikum Schleswig-Holstein, Institut fiir Medizinische Informatik und
Statistik, Prof. Sylvia Saalfeld; Universitatsmedizin der Johannes Gutenberg- Univer-
sitdt Mainz (UMM), 55116 Mainz Deutschland; 3DQR GmbH, Magdeburg, Daniel
Anderson; Genie Enterprise Deutschland GmbH (GENIE)

Forderer: Bundesministerium fir Forschung, Technologie und Raumfahrt - 01.11.2025 -
31.10.2028

KIRAL: KIl-gestiitzte Resektionsplanung und Anpassung in der Leberchirurgie nach neodajuvanter
Therapie

KIRAL hat das Ziel, die prazisionschirurgischen Versorgung von Patient*innen mit Lebertumoren zu

verbessern, zu flexibilisieren und zu individualisieren. Durch Kl-gestiitzte Algorithmen werden
patientenindividuelle Vorhersagen iiber die zu erwartenden Effekte einer neoadjuvanten Therapie gemacht, um
so Patienten zu identifizieren, die von einer primaren Resektion profitieren.

Hierfiir dienen sdmtliche Bilddaten nach Erstdiagnose in Kombination mit den histologischen Befunden als
Grundlage. Im Falle der chirurgischen Versorgung wird die praoperative Resektionsplanung durch eine Klgestiitzte
Verarbeitung intraoperativer Bildinformationen aktualisiert und interaktiv angepasst. Dabei werden relevante
anatomische Strukturen, wie etwa Tumoren und Metastasen in ihrer GroBe, Anzahl und intrahepatischen
Lage, sowie ihre Nahe zu den GefaBen, mittels IOUS erfasst und in die bereits vorhandene 3D-Rekonstruktion
integriert bzw. letztere aktualisiert. Diese modifizierte 3D-Rekonstruktion wird wiederum interaktiv intraoperativ
mittels Augmented Reality (AR) visualisiert und somit kann die aktualisierte Resektionsplanung (aktualisierte
Resektionsflachen, aktualisierte Restlebervolumenschiatzung) durchgefiihrt werden.

Dabei werden berithrungslose Interaktionsmodalitaten (Sprachbefehle und Handgesten) zum Einsatz

kommen. Zusatzlich wird eine autarke, patientenferne Trainingsumgebung geschaffen, in der

Leberresektionen inklusive der IOUS und der Resektionsplanung mithilfe von VR/AR-Anwendungen

geplant, simuliert und trainiert werden konnen. Diese Umgebung soll fiir eine praklinische Evaluierung der
entwickelten neuartigen Techniken eingesetzt werden.

Projektleitung: Prof. Dr. Christian Hansen, Dr. Alfredo lllanes, Max Steiger
Kooperationen: mycrocast GmbH, Marcel Hesse
Forderer: EU - EFRE Sachsen-Anhalt - 01.03.2025 - 31.12.2027

Entwicklung einer Kl-basierten Webplattform zur Live-Ubersetzung und Sprachanalyse (LISA)

Im Rahmen eines Verbundprojektes, an dem die Firma Mycrocast GmbH zusammen mit der Fakultdt far
Informatik der Otto-von-Guericke Universitdit Magdeburg und dem Forschungscampus STIMULATE beteiligt
sein soll, wird erforscht, wie ein Kl-gesteuertes, Echtzeit-Sprachiibersetzungssystem fiir FuBballkommentare
implementiert und in eine bestehende Webplattform integriert werden kann. Dabei werden Open-Source-Tools
ausgewdhlt und angepasst, um eine vollstindige Speech-to-Text-to-Speech (STS)-Pipeline zu erstellen, die die
Kompatibilitdt mit der Mycrocast-Plattform gewahrleistet und gleichzeitig die wichtigsten Anforderungen fiir die
Ubertragung von FuBballkommentaren erfiillt.




Projektleitung: Prof. Dr. Christian Hansen

Kooperationen: Universitatsklinikum Mainz, Dr. Tobias Huber; Universitatsklinikum Schleswig-
Holstein, Institut fiir Medizinische Informatik und Statistik, Prof. Sylvia Saalfeld; Uni-
versitatsmedizin Mainz, Klinik und Poliklinik fiir Diagnostische und Interventionelle
Radiologie, Dr. Halfmann und Dr. Miiller

Forderer: Deutsche Krebshilfe e. V. - 01.01.2025 - 31.12.2027

Operativ-chirurgisch orientierte Forschungsvorhaben: Innovative und patientenspezifische Visual-
isierungstechniken fiir die perioperative Optimierung der onkologischen Chirurgie von perihilaren
Cholangiokarzinomen

Preoperative planning in oncologic surgery of perihilar cholangiocarcininoma (pCCA) is essential due to a
significant morbidity and mortality of these complex procedures and the very high individual variability of the
liver anatomy. The proposed project aims to optimize treatment of patients with biliary tumors using different
technological approaches that all yield in the increase of resectability due to better preoperative planning,
surgical preparation and intraoperative orientation, the reduction of complications and an overall improvement
of patient care. One goal is to enable a more precise preoperative visualization by optimized imaging using
latest photon-coutning detector computed tomography (PCD-CT) for lilar and especially biliary structures.
Furthermore a preoperative planning support for surgeons using artificial intelligence will be developed. The
standard of care for intraoperative orientation in hepatobiliary surgery is the intraoperative ultrasound (IOUS).
However, this technique is only partly useful in pCCA. Therefore, the project also aims to improve intraoperative
orientation through virtual (VR) and augmented reality (AR) and 3D printing, which has been shown to the
beneficial for the treatment of intrahepatic tumors and should also be explored for pCCA. Additionally, the
IOUS has recently been fused with preoperative 3D reconstructions as commercially available Real Time Virtual
Sonography (RVS). The technique has only been described for intrahepatic tumors regarding the liver. The
combination of optimized preoperative visualization for pCCA with RVS IOUS may also enable an improved
intraoperative orientation during these procedures. All four work packages influence and build on one another
to improve outcomes in these hightly complex oncologic surgeries for pCCA by optimizing current patient care
and, with a consistent and lasting contribution, surgical treatment and training. The unique advantage of the
consortium is the established and ...

Mehr hier

Projektleitung: Prof. Dr. Christian Hansen

Kooperationen: Thorsis Technologie GmbH Magdeburg; Strehlow GmbH Magdeburg
Forderer: EU - EFRE Sachsen-Anhalt - 01.01.2025 - 31.12.2027

Projektionsgekoppelter DruckmessfuBboden zur Ganganalyse und Rehabilitation (RehaFLOOR)

Das Ziel des Vorhabens ist die Erforschung und Entwicklung eines neuartigen Systems zur therapeutischen und
diagnostischen Ganganalyse und —Rehabilitation auf Basis eines Mehrkanal-Projektionssystems in Kombination
mit einem modular aufgebauten, groBflachigen DruckmessfuBboden (siehe Abbildung 1). Priméare Zielgruppe
sind Patienten nach Schlaganfall, Unfall oder Amputation. Weitere Einsatzfelder ergeben sich in den Bereichen
Neurologie, Orthopéadie und Sportmedizin. Das Vorhaben zielt dabei insbesondere auf einen kostenglinstigen
und flachendeckenden einsetzbaren Losungsansatz, der die Liicke zwischen der beobachtenden Ganganalyse
im Bereich der therapeutischen Rehabilitation und den instrumentierten High-End Systemen im Bereich von
Forschung und Spezialklinik schlieBt. Neben der Erforschung neuartiger Méglichkeiten zur Diagnose und
Rehabilitation auf Basis des angestrebten innovativen Technologieansatzes, ist es daher vorrangiges Ziel
die Hiirden fiir den Einsatz der Technologie aus Kosten- und Anwendersicht derart zu reduzieren, dass ein
breiter Einsatz in der therapeutischen Rehabilitation unter besonderer Beriicksichtigung neuromuskularer
Komplexaufgaben mit minimiertem Zeitaufwand moglich wird. Fiir die einzelnen Praxen bedeutet dies ein
erweitertes Angebot und die Sicherung bzw. Schaffung neuer Arbeitsplatze.



https://forschung-sachsen-anhalt.de/project/-27791

Projektleitung: Prof. Dr. Christian Hansen
Kooperationen: LS Software & Engineering GmbH Magdeburg, Dr. Stefan Biihring
Forderer: EU - EFRE Sachsen-Anhalt - 01.01.2025 - 31.12.2027

Erforschung und Entwicklung eines Virtual Reality Frameworks fiir das Training mittels flexiblen,
tubuldren Strukturen (FlexTube)

In der beruflichen und universitaren Ausbildung miissen den Lernenden oft komplexe Zusammenhange vermittelt
werden. Dies geschieht heute vor allem durch beschreibende Texte und illustrative Darstellungen in Lehrbiichern
sowie durch die Einbindung digitaler Medien wie Videos und 3D-Animationen in den Unterricht.

Mit der Etablierung von Smartphones und Tablet-Computern in weiten Teilen der Gesellschaft entstehen neue
Méglichkeiten, Wissen anschaulich zu vermitteln. Neue VR-Gerate wie die Meta Quest Pro oder die Apple
Vision Pro ermdglichen es zudem, eine immersive virtuelle Realitdt (VR) zu erzeugen. Solche VR-basierten
Umgebungen werden bereits in einer Vielzahl von Bildungsszenarien eingesetzt.

VR-Anwendungen sind klassischen Lernmethoden insbesondere dann iiberlegen, wenn es um die Vermittlung
komplexer, raumlicher Zusammenhange geht. Dabei treten in mechanischen oder medizinischer Lernkontexten
sehr haufig tubulire Strukturen (Schléuche, GefaBsysteme, Versorgungs- und Drainagesysteme etc.) auf, deren
Zusammenhang raumlich und oft auch in einem zeitlichen Kontext (Verdrehung von Strukturen (ber einen
definierten Zeitraum) verstanden werden muss, vgl. Abb. 1. In medizinischen Szenarien muss das Verknoten von
tubuldren Strukturen, z.B. chirurgischen Faden, erlernt werden.

Zusammenfassend lasst sich sagen, dass derzeit VR-basierte Anwendungen fehlen, um mit tubuldren Strukturen
in einem VR-basierten Trainings- und Lernkontext zu interagieren. Deshalb sollen in dem vorgestellten Projekt die
KMU LIVINGSOLIDS und die Arbeitsgruppe Virtual and Augmented Reality der Otto-von-Guericke-Universitat
Magdeburg ihre Kompetenzen ergédnzen. So soll ein solches neuartige VR Framework erforscht und entwickelt
werden. Dieses Framework soll explizit fiir die Interaktion mit diversen flexiblen, tubuldren Strukturen ausgelegt
sein. Um eine breite Anwendung sicher zu stellen, wird es an exemplarischen Trainingsszenarien aus der
Automobilindustrie und der Medizin evaluiert.

Projektleitung: Prof. Dr. Christian Hansen
Kooperationen: domeprojection.com GmbH, Magdeburg
Forderer: EU - EFRE Sachsen-Anhalt - 01.01.2025 - 31.12.2027

Erforschung und Entwicklung eines hybriden AR Frameworks fiir die Projektionsanalyse und interaktive
Fehlstellenbereinigung (hARPyie)

Damit Projektionen auf nicht planaren Oberflachen visuell korrekt, sprich ohne unerwiinschte Verzerrungen
abgebildet werden, ist ein sogenanntes Warping notwendig. Dadurch passt sich die Projektion an die gegebene
Oberflache an. Jedoch kdnnen die Polynome und Splines, die dieses Warping beschreiben, nicht alle Wellen
im Raum abbilden, wodurch es zu entarteten Projektionen kommen kann. Dies hat zur Folge, dass die
entsprechenden Fehlstellen manuell bereinigt werden mussen.

Ein gangiger Einsatzort fir AR ist die Montage. Durch die erweiterte Realitdt kann direkt am 3D
Objekt auf Probleme hingewiesen werden und Hilfestellungen eingeblendet werden. Ahnlich dazu soll im
beschriebenen Anwendungsfall eine AR-Brille genutzt werden, um den Kunden auf Fehlstellen aufmerksam zu
machen und durch Visualisierungen Lésungen mittels AR bereitstellen, die der Kunde dann manuell durch Gesten
ausfiihren kann. Somit kann der Kunde selbststandig und losungsorientiert Fehlstellen bereinigen. Die AR-Brille
bietet weiterhin den Vorteil der Telekommunikation. So kann die Firma DP im Zweifel einschreiten und auch
remote weiterhelfen.




Projektleitung: Prof. Dr. Christian Hansen

Projektbearbeitung: Robert Klank, Dr. Marko Rak

Kooperationen: Forschungscampus STIMULATE (Prof. Georg Rose); MHH, Inst. f. Diagnostische
und Interventionelle Radiologie, Dr. Bennet Hensen; ITP GmbH, Jena, Dr. Daniela
Zavec; Thorsis Technologies GmbH Magdeburg, Michael Huschke; GJB Datentechnik
GmbH Hannover, Guido Jannek

Forderer: Bundesministerium fir Bildung und Forschung - 01.05.2024 - 30.04.2027

Industrie-in-Klinik-Plattform mediMESH - Modellvorhaben: Nutzergerechte Gestaltung einer
Gestensteuerung fiir medizintechnische Gerdte (IDLE) - Teilvorhaben: XR-Technologien fiir den
Einbezug von Nutzern in frithe Entwicklungsphasen innovativer Medizintechniklosungen

Das Teilvorhaben ist in das IDLE Gesamtvorhaben eingebettet, das die Erforschung und Entwicklung
textilbasierter, beriihrungsloser Interaktion in sterilen klinischen Umgebung zum Ziel hat. Das Teilvorhaben
zielt darauf ab, nutzerzentrierte Entwicklung von Medizintechnik zu verbessern, indem innovative Ansatze mit
Augmented und Virtual Reality (XR) Technologien erforscht werden. Medizinische Fehlerquoten von 5-15 % pro
Krankenhausaufenthalt in Industrieldndern, oft auf Probleme bei der Bedienoberfliche von Medizinprodukten
zurlickzufiihren, unterstreichen die Dringlichkeit. Das Projekt hat zwei Hauptarbeitsstrange:

Der erste konzentriert sich auf die Entwicklung eines Gestensets zur Steuerung medizinischer GroBgerate.
Systemanforderungen werden analysiert, Architektur und Schnittstellen spezifiziert. Dabei wird besonderes
Augenmerk auf die Integration des Gestensteuerungssystems in virtuelle Prototypen gelegt.  Dedizierte
Interaktionsmethoden werden entwickelt und das Gesamtsystem wird im MRT-Szenario virtuell evaluiert.

Der zweite Arbeitsstrang erforscht den Einsatz von XR-Technologien fiir die nutzerzentrierte
Technologieentwicklung. Verschiedene XR-Methoden werden analysiert und nutzerzentrierte
Forschungsergebnisse generiert. XR-Technologien ermdglichen interaktive Tests von Prototypen und

starken die Nutzerpartizipation. Zentraler Forschungsbestandteil ist die Untersuchung der Validitat von Usability-
und User Experience-Studien in virtuellen Umgebungen.

Insgesamt strebt das Projekt an, die Qualitdt und Effizienz der Medizinproduktentwicklung zu steigern,
Fehler zu reduzieren und die Benutzerfreundlichkeit zu erhéhen.  Es erweitert das Methodenrepertoire
fir nutzerzentrierte Technologieentwicklung. Das Ziel ist die Entwicklung technologisch exzellenter und
wettbewerbsfahiger Losungen fiir die Medizintechnikforschung und -industrie.

Projektleitung: Prof. Dr. Christian Hansen
Projektbearbeitung:  Philipp Zittlau, Wilhelm Herbrich
Forderer: Bundesministerium fiir Bildung und Forschung - 01.11.2023 - 31.10.2026

T!Raum - transPORT - transDIGITAL: Digitaler Zwilling fiir den Transferraum transPORT

Mit transDIGITAL wird der Wissenschaftshafen Magdeburg dank eines "Digitalen Zwillings” bald auch im
virtuellen Raum erlebbar. Ein digitaler Zwilling ist ein dynamisches, interaktives Abbild der Wirklichkeit.
Grundlage dafiir ist unter anderem die Visualisierung der physischen Bausubstanz,

Infrastrukturanlagen und -einrichtungen sowie quartiersspezifischer Prozesse, Systeme und Angebote und die
Moglichkeiten eines Informationsfeedbacks fiir die Birger:innen und Besuchenden des

Stadtquartiers. Dies ermdglicht — neben einer erhdhten Sichtbarkeit fiir denlokalen Standort Magdeburg — die
digitale Bereitstellung von Services, Wissen und Vernetzungsmoglichkeiten aus dem Wissenschaftshafen als
urbanes Okosystem und Hightech-Zentrum fiir Medizintechnik mit

iiberregionaler Wirk- und Sogkraft in die ganze Welt hinaus.

Dafiir wird in einem ersten Schritt der digitale Zwilling als Austausch- und Kommunikationsplattform
implementiert.  Im weiteren Verlauf wird diese dann um verschiedene Interaktionsmoglichkeiten fiir die
Offentlichkeit ausgebaut und Wissen mit Interaktionsformaten bereitgestellt. Vielfiltige
begleitende partizipatorische Transfer-, Austausch- und Experimentierformate zu verschiedenen Themen wie
Wissenschaft (Medizintechnik, innovative Studierendenférderung), Wirtschaft (StartUps,
KMU, Nachwuchs) und Kultur, laden insbesondere die Zivilgesellschaft sowohl tiber den digitalen Zwilling als



auch im Rahmen der Gesamtinitiative transPORT — Transferhafen Magdeburg zum Mitgestalten des Quartiers ein.

transDITIGAL ist eines von zehn Vorhaben der Gesamtinitiative transPORT — Transferhafen Magde-
burg, gefordert durch das Bundesministerium fiir Bildung und Forschung in der Programmlinie T!Raum -
Transferrdume fir die Zukunft von Regionen.

Projektleitung: Prof. Dr. Christian Hansen
Kooperationen: CAScination AG, Bern, Schweiz, Dr. Matthias Peterhans; Fraunhofer MEVIS, Bremen
Forderer: Bund - 01.01.2024 - 30.06.2026

INSTANT - MAINTAIN -Entwicklung eines Multi-Applikator-Assistenzsystems fiir interventionelle
Pankreaskrebsbehandlungen mit Platzierungsfehler-Kompensation

Im Rahmen des FuE-Projektes soll ein Multi-Applikator-Assistenzsystem fiir CT-gesteuerte Interventionen von
Pankreaskrebs entwickelt werden. Das System soll den Benutzer dabei unterstiitzen, multiple Applikatoren
prazise zu platzieren, Platzierungsfehler zu erkennen und automatisch Vorschlage fiir eine optimale Adjustierung
der Instrumente vorschlagen. Dafiir sollen in dem Projekt neue Hard- und Softwarekomponenten entwickelt
und miteinander verzahnt werden. Das System soll am Beispiel der Behandlung des Pankreaskarzinoms
entwickelt und demonstriert werden. Die Realisierung der Entwicklung erfolgt in einem Kooperationsprojekt
in Zusammenarbeit von einem KMU-Partner (CAScination Deutschland GmbH) und zwei Forschungspartnern
(Otto-von-Guericke-Universitdit Magdeburg und Fraunhofer MEVIS - Institut fir digitale Medizin). Das
geplante Vorhaben ist auf eine Laufzeit von 2,5 Jahren ausgelegt. Das Vorhaben ist ein aus dem Netzw-
erk INSTANT hervorgegangenes FuE-Projekt und wird von der ZPVP, Experimentelle Fabrik Magdeburg, betreut.

Projektleitung: Prof. Dr. Christian Hansen
Projektbearbeitung:  Dr. Florian Heinrich

Kooperationen: 3DQR GmbH, Magdeburg, Daniel Anderson
Forderer: Bund - 01.07.2023 - 31.12.2025

INSTANT-MUTAR - Multi-User-Training in Augmented Reality

Im Rahmen des FuE-Projektes soll ein Multi-User-Augmented-Reality (AR)-System entwickelt werden, mit dem
sich Interaktionen mehrerer Benutzer in der AR via Head-Mounted-Display (HMD) oder Tablet bzw. Smartphone
darstellen sowie virtuelle Inhalte austauschen und manipulieren lassen.

Waéhrend des Projekts tbernimmt die 3DQR GmbH die smartphone- bzw.  tabletbasierte Umsetzung
des Multi-User-Frameworks zur Erstellung der interaktiven AR-Szenen. AuBerdem werden in Zusammenarbeit
mit der OVGU mehrere Anwendungsschnittstellen (API) entwickelt, die gemeinsam nutzbare Funktionalitaten,
wie z.B. die Netzwerkkommunikation und Serveranbindung, enthalten. Diese sollen die Einbindung der von
der OVGU entwickelten und evaluierten Techniken fiir HMD-basierte AR vereinfachen und beschleunigen.
AuBerdem wird auf diese Weise eine plattformibergreifende (d.h. auf Smartphone/Tablet und AR-Brille)
Multi-User-Nutzung erméglicht.




Projektleitung: Prof. Dr. Christian Hansen

Kooperationen: Forschungscampus STIMULATE (Prof. Dr. Georg Rose)
Forderer: Deutsche Forschungsgemeinschaft (DFG) // Land Sachsen-Anhalt - 01.11.2020 -
31.10.2025

Planungs-, Navigations- und Uberwachungsgerit fiir CT-gesteuerte Interventionen (GroBgeriteantrag)

In diesem Projekt im Rahmen des DFG-GroBgerateprogramms soll ein Planungs-/Navigationsgerat mit einem
Computertomographen gekoppelt werden, so dass dieser als zentrales Informationssystem fungieren kann.
Dariiber hinaus sollen in Zusammenarbeit mit mehreren Forschergruppen auf dem Forschungscampus STIM-
ULATE Algorithmen entwickelt werden, die CT-gestiitzte Eingriffe ermoglichen. Dazu gehéren beispielsweise
neue Deep-Learning-basierte Segmentierungsverfahren und Pfadoptimierungsalgorithmen zur Unterstitzung
der Multi-Applikator-Planung oder neue CT-Bildrekonstruktionsverfahren zur Reduzierung von Artefakten bei
gleichzeitiger Einsparung der Strahlendosis.

Dieser Text wurde mit Deepl (libersetzt

Projektleitung: Prof. Dr. Christian Hansen
Projektbearbeitung:  Dr. Danny Schott

Kooperationen: rhaug GmbH, Klécknerstr. 4, 59368 Werne
Forderer: Bund - 01.09.2022 - 28.02.2025

INSTANT - OnSXale - Erforschung von Darstellungs- und Interaktionsmethoden in verteilten
XR-Lernumgebungen

Im Rahmen des FuE-Projektes "OnSXale" sollen neuartige kollaborative und virtuelle Lernumgebungen fiir die
Berufsausbildung in handwerklichen Berufen konzipiert, erforscht, entwickelt und evaluiert werden. Dabei werden
Méglichkeiten erforscht und entwickelt, Lehrinhalte minimal-skeuomorph und didaktisch effektiv darzustellen.
AuBerdem werden Methoden zur verteilten, kollaborativen Bearbeitung von Ausbildungsaufgaben in virtuellen
Umgebungen erforscht und entwickelt.

Die Realisierung der Entwicklung erfolgt in einem Kooperationsprojekt in Zusammenarbeit von der
rhaug GmbH und der Otto-von-Guericke Universitdit Magdeburg. Das geplante Vorhaben ist auf eine Laufzeit
von 2,5 Jahren ausgelegt. Das avisierte Vorhaben ist ein aus dem Netzwerk INSTANT hervorgegangenes
FuE-Projekt und wird entsprechend von der ZPVP Zentrum fiir Produkt-, Verfahrens- und Prozessinnovation
GmbH begleitet.

Projektleitung: Dr.-Ing. habil. Claudia Krull
Forderer: Haushalt - 01.01.2022 - 31.12.2027

Virtuelle Stochastische Sensoren fiir die Verhaltensrekonstruktion von Partiell Beobachtbaren Diskreten
oder Hybriden Stochastischen Systemen

Viele realweltliche Probleme lassen sich durch diskrete oder hybride stochastische Systeme beschreiben; z.B.
Produktionssysteme oder Krankheitsverlaufe. Deren Modellierung und Simulation ist sehr gut moglich, aber
nur, wenn sie komplett beobachtbar sind. Oft sind aber nur bestimmte Ausschnitte oder Ausgaben des Systems
beobachtbar, wie die Symptome eines Patienten. Wenn diese Beobachtungen dann noch stochastisch von
den Zustinden des bereits stochastischen Prozesses abhdngen, wird die Verhaltensrekonstruktion schwierig.
Unsere verborgenen nicht-Markovschen Modelle kénnen solche partiell beobachtbaren Systeme abbilden. Wir
haben auch effiziente Algorithmen die typische Fragestellungen fiir diese Modellklasse beantworten kénnen, z.B.
kann ein virtueller stochastischer Sensor aus einen Beobachtungsprotokoll rekonstruieren, welches spezifische
Systemverhalten dieses hervorgebracht hat, und mit welcher Wahrscheinlichkeit. Oder es kann auf das
wahrscheinlichste Modell geschlossen werden, wenn mehrere moglich sind. Derzeitig werden verschiedene
Anwendungsszenarien ausgelotet, beispielsweise die Analyse von Wartungs- und Lagerprozessen mit Hilfe von
an neuralgischen Punkten aufgenommenen RFID Daten. Weiterhin ist eine Anwendung in Planung, die die



Friherkennung von Demenz anhand einfacher Sensoren im Lebensumfeld von &lteren Menschen ermdglichen soll.

Projektleitung: Prof. Dr.-Ing. Bernhard Preim

Projektbearbeitung:  Bernhard Preim

Kooperationen: Forschungscampus STIMULATE (Prof. Dr. Georg Rose)

Forderer: Bundesministerium fir Bildung und Forschung - 01.10.2025 - 30.09.2028

T!'Raum — transPORT - SIENCE - transSCIENCE: Werkstatt fiir Wissenschafts-kommunikation

Die Werkstatt transSCIENE entwickelt innovative Kommunikationsformate fiir Therapieansatze am

Standort. Ziele sind die Forderung der Akzeptanz technologischer Innovationen, die Starkung der
Wissenschaftskultur und die Verbesserung des Dialogs zwischen Praxis und Forschung. Dazu gehéren:

1. Offentliche Wissenschaftskommunikation zur Férderung technologischer Akzeptanz und

gesellschaftlichen Impacts, unter Verwendung von Reallaboren.

2. Entwicklung narrativer Visualisierungsmethoden fiir interessierte Laien ohne medizinische

Kenntnisse, in verschiedenen Formaten wie interaktiven Prasentationen, Slideshows, Datavideos und

Postern.

3. Nutzung komplexer klinischer Forschungsmethoden zur Bereitstellung von Explainable Disease-

Ergebnissen fiir Facharzte, ohne aufwendige Ausristung in der Klinik.

Diese Strategien werden auf innovative interventionelle Therapieverfahren fiir Lebertumoren und periphere
arterielle Verschlusskrankheit angewendet, die an der Universitatsklinik fiir Radiologie und Nuklearmedizin der
OvGU durchgefiihrt werden.

Die Werkstatt transSCIENCE verfolgt zwei Hauptziele:

1. Starkung der Akzeptanz neuer Therapieansitze bei Patienten und Arzten zur Uberwindung von
Wissenschaftsskepsis.

2. Bildung von Sozialkapital durch Vertrauensbildung in gesellschaftliche Institutionen und soziale
Eingebundenheit durch Netzwerkaufbau und Wissensressourcen.

Durch Evaluationen werden effektive Formate zur Reduzierung von Therapieskepsis und zur Foérderung der
"health literacy” ermittelt, um die Lebensbedingungen zu verbessern.

Projektleitung: Prof. Dr.-Ing. Bernhard Preim

Kooperationen: Universitatsklinikum Mainz, Dr. Tobias Huber; Universitatsklinikum Schleswig-
Holstein, Institut fir Medizinische Informatik und Statistik, Prof. Sylvia Saalfeld; Uni-
versitatsmedizin Mainz, Klinik und Poliklinik fiir Diagnostische und Interventionelle
Radiologie, Dr. Halfmann und Dr. Miller

Forderer: Deutsche Krebshilfe e. V. - 01.01.2025 - 31.12.2027

Operativ-chirurgisch orientierte Forschungsvorhaben: Innovative und patientenspezifische Visual-
isierungstechniken fiir die perioperative Optimierung der onkologischen Chirurgie von perihilaren
Cholangiokarzinomen

Preoperative planning in oncologic surgery of perihilar cholangiocarcininoma (pCCA) is essential due to a
significant morbidity and mortality of these complex procedures and the very high individual variability of the
liver anatomy. The proposed project aims to optimize treatment of patients with biliary tumors using different
technological approaches that all yield in the increase of resectability due to better preoperative planning,
surgical preparation and intraoperative orientation, the reduction of complications and an overall improvement
of patient care. One goal is to enable a more precise preoperative visualization by optimized imaging using
latest photon-coutning detector computed tomography (PCD-CT) for lilar and especially biliary structures.
Furthermore a preoperative planning support for surgeons using artificial intelligence will be developed. The
standard of care for intraoperative orientation in hepatobiliary surgery is the intraoperative ultrasound (IOUS).
However, this technique is only partly useful in pCCA. Therefore, the project also aims to improve intraoperative
orientation through virtual (VR) and augmented reality (AR) and 3D printing, which has been shown to the
beneficial for the treatment of intrahepatic tumors and should also be explored for pCCA. Additionally, the
IOUS has recently been fused with preoperative 3D reconstructions as commercially available Real Time Virtual
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Sonography (RVS). The technique has only been described for intrahepatic tumors regarding the liver. The
combination of optimized preoperative visualization for pCCA with RVS IOUS may also enable an improved
intraoperative orientation during these procedures. All four work packages influence and build on one another
to improve outcomes in these hightly complex oncologic surgeries for pCCA by optimizing current patient care
and, with a consistent and lasting contribution, surgical treatment and training. The unique advantage of the
consortium is the established and ...

Mehr hier

Projektleitung: Prof. Dr. Heike Walles, Prof. Dr. Jessica Bertrand, Prof. Myra Spiliopoulou, Prof.
Dr. Sylvia Saalfeld (geb. GlaBer), Prof. Dr. Ulrike Steinmann, Prof. Dr.-Ing. habil.
Manja Kriiger, Prof. Dr. Frank Ohl

Projektbearbeitung:  Prof. Dr.-Ing. Benjamin Noack

Forderer: EU - ESF Sachsen-Anhalt - 01.01.2024 - 31.12.2027

Graduiertenschule TACTIC

Wissenschaftliche Ziele: Die ldee der Co-Evolution an der Mensch-Technologie-Schnittstelle beruht darauf, dass
sowohl die biologische Seite wie auch die technische Seite eines Interfaces nicht nur dynamisch und adaptiv
sind, sondern in ihrer Adaptivitat die der Gegenseite mitberiicksichtigen. Die Untersuchung dieser Beeinflussung
fuhrt zu einem vertieften Verstandnis der Ursachen nicht-gewiinschter Prozesse, etwa bei der Maladaption
entziindlicher Prozesse an unerwiinschte Verdnderungen der Implantat-Oberflichen. Mit diesem Verstandnis
er6ffnen sich dann neue Strategien, gewiinschte Prozesse im Sinne einer Co-Evolution zu unterstiitzen. Hierzu
zahlen Moglichkeiten adaptiver Technologien und Sensorik-Ansatzen, die sich auf individuelle Dynamiken im
biologischen System einstellen kénnen, oder auch die Entwicklung von Prozess-bewussten Technologien, die
gewiinschte Dynamiken im biologischen System herbeifithren kdnnen. Intendierte Strategische Ziele: Die TACTIC
GS-Module sind so ausgerichtet, dass zusatzliche translationale Expertisen auf dem Querschnittsbereich der
Medizintechnik, Sensorik, und Kiinstliche Intelligenz (KI) am Standort gestarkt werden kénnen, mit dem Ausblick,
die Forschungs-, Entwicklungs- und Innovationsaktivititen im Land zu stirken. Eine enge Verschrankung
von Lebenswissenschaften und Ingenieurswissenschaften wird iiber alle Module angestrebt, um zukinftige
Verbundprojekte in diesem Bereich zu erméglichen. Dariiber hinaus soll durch die Einbindung von Kl eine
Starkung des Profilbereichs Medizintechnik entstehen. Durch Internationalisierung der Forschungsschwerpunkte
ermoglicht TACTIC eine Vernetzung mit EU-Partnern, was eine wichtige Voraussetzung fiir die Ausrichtung von
Konsortien ist, um auch die Wissenschaft in Sachsen-Anhalt zu starken. Arbeitsprogramm: Die GS umfasst 3
Module mit insgesamt 9 Promovierenden. Die thematische Vernetzung entsteht durch Promotionsthemen, denen
parallel mindestens zwei thematische Module zugeordnet sind. Jedes der 3 ...

Mehr hier

Projektleitung: Prof. Dr. Jessica Bertrand, Prof. Dr.-Ing. habil. Manja Kriiger, Prof. Dr. Ulrike
Steinmann, Prof. Dr. Heike Walles, Prof. Dr. Thorsten Walles, Prof. Dr.-Ing.
Benjamin Noack, Prof. Dr. Sylvia Saalfeld (geb. GlaBer), Prof. Dr.-Ing. habil.
Thorsten Halle, Prof. Dr. Frank Ohl, Prof. Myra Spiliopoulou

Forderer: EU - ESF Sachsen-Anhalt - 01.01.2024 - 01.02.2027

TACTIC (Towards co-evolution in human-technology interfaces)

Wissenschaftliche Ziele Die Idee der Co-Evolution an der Mensch-Technologie-Schnittstelle beruht darauf, dass
sowohl die biologische Seite wie auch die technische Seite eines Interfaces nicht nur dynamisch und adaptiv
sind, sondern in ihrer Adaptivitat die der Gegenseite mitberiicksichtigen. Die Untersuchung dieser Beeinflussung
fuhrt zu einem vertieften Verstandnis der Ursachen nicht-gewiinschter Prozesse, etwa bei der Maladaption
entziindlicher Prozesse an unerwiinschte Veranderungen der Implantat-Oberflichen. Mit diesem Verstandnis
erdffnen sich dann neue Strategien, gewiinschte Prozesse im Sinne einer Co-Evolution zu unterstiitzen. Hierzu
zdhlen Moglichkeiten adaptiver Technologien und Sensorik-Ansétzen, die sich auf individuelle Dynamiken im
biologischen System einstellen kénnen, oder auch die Entwicklung von Prozess-bewussten Technologien, die
gewlinschte Dynamiken im biologischen System herbeifiihren kdnnen. Intendierte Strategische Ziele Die TACTIC
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GS-Module sind so ausgerichtet, dass zusatzliche translationale Expertisen auf dem Querschnittsbereich der
Medizintechnik, Sensorik, und Kiinstliche Intelligenz (K1) am Standort gestarkt werden kénnen, mit dem Ausblick,
die Forschungs-, Entwicklungs- und Innovationsaktivititen im Land zu stdrken. Eine enge Verschrankung
von Lebenswissenschaften und Ingenieurswissenschaften wird iiber alle Module angestrebt, um zukiinftige
Verbundprojekte in diesem Bereich zu ermdglichen. Dariiber hinaus soll durch die Einbindung von Kl eine
Starkung des Profilbereichs Medizintechnik entstehen. Durch Internationalisierung der Forschungsschwerpunkte
ermoglicht TACTIC eine Vernetzung mit EU-Partnern, was eine wichtige Voraussetzung fiir die Ausrichtung von
Konsortien ist, um auch die Wissenschaft in Sachsen-Anhalt zu stérken. Arbeitsprogramm Die GS umfasst 3
Module mit insgesamt 9 Promovierenden. Die thematische Vernetzung entsteht durch Promotionsthemen, denen
parallel mindestens zwei thematische Module zugeordnet sind. Jedes der 3 thematischen ...

Mehr hier

Projektleitung;: Prof. Dr. Sylvia Saalfeld (geb. GlaBer), Univ.-Prof. Dr. Georg Rose
Forderer: Bund - 01.10.2020 - 30.09.2025

Forschungscampus STIMULATE - Querschnittsthema Computational Medicine

Aktuell werden im Rahmen der Krebstherapie - von der initialen Diagnostik des Patienten bis zur Therapie und
Nachkontrolle - zahlreiche Daten verschiedener Modalitaten aufgenommen. Fiir eine Behandlungsentscheidung
muss eine Auswertung dieser Daten erfolgen und um die Anatomie und Pathophysiologie des Patienten erganzt
werden.

Das Ziel des Querschnittsthemas Computational Medicine ist die Erforschung einer Planungs- und Therapiesoft-
ware, welche bei der Behandlung von Tumoren in Abdomen und Thorax unterstiitzt. Dabei werden Techniken
aus dem Bereich Kiinstliche Intelligenz (KI) mit Fokus auf Deep Learning (DL) zur medizinischen Bildanalyse
(Segmentierung und Klassifikation) genutzt sowie geeignete Visualisierungskonzepte fiir die intra-operative
Durchfiihrung erforscht.

Inhaltlich soll zum einen eine Planungssuite fiir minimal-invasive Eingriffe im CT und im MRT erforscht und
entwickelt werden, welche die der Behandlung von Lungen-, Nieren- und Lebermetastasen unterstiitzt.

Des Weiteren wird ein Kl-basiertes ONKONET fiir die Segmentierung und Klassifikation von Organen,
Tumoren und Risikostrukturen entwickelt sowie ein ebenfalls Kl-basiertes THERAPYNET fiir die Leitthemen
iMRI' Solutions und iCT Solutions, um den Therapieerfolgs durch die Bestimmung von Nekrosezonen von
Leber- und Lungentumoren vorherzusagen. Dieses inkludiert neben den Parametern des Eingriffs selbst auch
patientenspezifische Informationen, welche mithilfe von Ergebnissen aus dem Querschnittsthema Immunoprofiling
extrahiert wurden.

Projektleitung;: Prof. Dr. Sylvia Saalfeld (geb. GlaBer)
Projektbearbeitung:  Lena Spitz, Marcus Streuber
Forderer: Deutsche Forschungsgemeinschaft (DFG) - 01.09.2021 - 30.04.2025

Skaleniibergreifende Kopplung vaskuldarer Hamodynamik zur Kl-basierten, standardisierten Evaluation
neurologischer Pathologien

Neurovaskuldre Erkrankungen konnen zu schwerwiegenden Einschrdnkungen und Behinderungen bei den
betroffenen Personen fiihren und zdhlen dariiber hinaus zu den haufigsten Todesursachen in Deutschland. Dazu
gehdren patientenspezifische Pathologien der HirngefaBe wie intrakranielle Aneurysmen (permanente, ballonartige
GefaBaussackungen) oder arteriovendse Malformationen (Kurzschluss der arteriellen und vendsen GefaBe ohne
Kapillarbett). Zwar gelingt mithilfe von sich kontinuierlich weiterentwickelnden Bildgebungsmodalitaten eine
zuverlassige Diagnose, jedoch ist die individuelle Risikobewertung héchst komplex, unterliegt zahlreichen
EinflussgroBen und wird im klinischen Alltag aufgrund fehlender Modelle zu simplifiziert umgesetzt. Dadurch
wird die Wahl einer optimalen Therapiemethode erschwert. Im Rahmen dieses Forschungsvorhabens soll mithilfe
einer mehrskaligen Modellierung ein ganzheitlicher Ansatz zur Evaluation von neurovaskuldren Pathologien
realisiert werden. Hierbei wird zunachst die kardiovaskuldre Hamodynamik mittels eines eindimensionalen
Modells beschrieben, um im Anschluss die neurovaskulére Zirkulation und das vendse System dreidimensional
und unter Anwendung der numerischen Stromungsmechanik abbilden zu kénnen. Durch diese hochindivid-
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ualisierte Herangehensweise konnen die genannten Pathologien prazise morphologisch und hdmodynamisch
beschrieben werden, um deren Wachstums- und Remodellierungsprozesse entlang der Zeitskale computergestiitzt
nachzuvollziehen. Dazu werden sowohl zeitabhangige Flussdaten und tomographische Volumendaten genutzt,
als auch longitudinale Analysen. Nach der erfolgreichen Realisierung der Modellierungen "von der Aorta bis zur
Vene" setzt sich das Projekt im Rahmen eines Nutzbarkeitsmoduls das Ziel, die entwickelten in-silico Modelle
zu standardisieren. Parallel dazu werden hochaufgeldste in-vitro Validierungsmessungen durchgefiihrt, um die
Plausibilitat der Modelle zu gewahrleisten. AbschlieBend ist die Uberfithrung der Entwicklungen ...

Mehr hier

Projektleitung: Prof. Dr. Holger Theisel
Projektbearbeitung:  Holger Theisel
Forderer: Deutsche Forschungsgemeinschaft (DFG) - 01.08.2025 - 31.07.2028

Informationsbeachtende Unsicherheits-Visualisierung (inUnVis)

Wissenschaftliche Datensatze werden immer groBer und komplexer. Eine gut etablierte Methode der Datenanalyse
ist die Visualisierung, die eine Reihe von automatischen Analysetechniken erganzt und mit ihnen konkurriert.
Das Problem der zunehmenden Datenkomplexitdt verschérft sich noch: Moderne Datenerfassung ist mit
Unsicherheitsinformationen verbunden; ihre Analyse ist sogar noch wichtiger als die reine Datenanalyse, da sie
Informationen liber die Zuverlassigkeit der gefundenen Dateneigenschaften liefert. Zusatzliche Unsicherheitsinfor-
mationen erhdhen die DatengréBe um mindestens eine weitere Skala, wodurch die Visualisierungstechniken fiir
Unsicherheiten aufwandiger, komplexer und schwieriger zu interpretieren sind. Wir schlagen einen grundlegend
neuen Ansatz fiir die Unsicherheitsvisualisierung vor. Anstatt die Visualisierungen komplexer zu machen, sollte
die zusatzliche Beriicksichtigung der Unsicherheit die Visualisierung vereinfachen und dennoch alle relevanten
Dateneigenschaften zeigen. Auf den ersten Blick klingt dies kontraintuitiv, da Unsicherheitsinformationen
mit Datenwachstum einhergehen. Der Ansatz basiert jedoch auf dem Unsicherheitsparadoxon in der
Visualisierung, das systematisch untersucht und ausgenutzt wird, bis hin zur Entwicklung konkreter neuer
Visualisierungstechniken. Die so entwickelten informationsbeachtende Unsicherheits-Visualisierungstechniken
werden auf Datensitze aus der medizinischen Bildgebung, der Klimaforschung, dem Maschinenbau und CFD
angewandt.

Projektleitung: Prof. Dr. Holger Theisel
Projektbearbeitung:  Torsten Stoter
Forderer: Deutsche Forschungsgemeinschaft (DFG) - 01.05.2023 - 31.01.2027

Skalierungsinvariante multidimensionale Projektionen fiir die Informationsvisualisierung

Die Suche nach guten Projektionen von multidimensionalen Daten in 2D ist ein Standardproblem in einer Reihe
von Forschungsgebieten. Multidimensionale Daten, die im Allgemeinen in der

Multifeldvisualisierung (einem Teilgebiet der wissenschaftlichen Visualisierung) betrachtet werden, haben oft die
Eigenschaft, dass die Dimensionen in verschiedenen physikalischen Einheiten vorliegen.

Dies fiihrt dazu, dass die Verhaltnisse zwischen den Dimensionen zufallig sind. Wir méchten Projektionstechniken
entwickeln, die unabhangig von der gewahlten physikalischen Einheit jeder

Dimension sind. Das heiBt, sie sind invariant unter Skalierung jeder Dimension. Wahrend viele StandardmaBe
und -funktionen nicht Gber diese Skalierungsinvarianz verfiigen (z.B. relative euklidische Entfernung, PCA,
t-SNE), sind einfache Ansitze, wie die Normalisierung jeder Dimension, keine angemessene Losung des Problems.
Wir schlagen vor, skalierungsinvariante Versionen von

automatischen nicht-linearen Standardprojektionstechniken zu entwickeln, wie t-SNE oder UMAP. AuBerdem
suchen wir skalierungsinvariante Versionen von linearen Projektionen (z.B. PCA) sowie von Standard-Clustering-
Techniken. Wir sehen die Hauptanwendung von skalierungsinvarianten Projektionstechniken in der visuellen
Analyse von Multifielddaten.
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6. VEROFFENTLICHUNGEN
BEGUTACHTETE ZEITSCHRIFTENAUFSATZE

Bashkanov, Oleksii; Engelage, Lucas; Behnel, Niklas; Ehrlich, Paul; Hansen, Christian; Rak, Marko
Multimodal data fusion with irregular PSA kinetics for automated prostate cancer grading

Computerized medical imaging and graphics - Amsterdam [u.a.]: Elsevier Science, Bd. 124 (2025), Artikel
102625, insges. 17 S.

[Imp.fact.: 4.9]

Belger, Julia; Peters, Lisa Patricia; Jakober, Jorik; Wagner, Sebastian; Preim, Bernhard; Villringer,
Arno; Thone-Otto, Angelika

Virtual reality eye movement training for neglect rehabilitation

International journal of clinical and health psychology - Granada : [Verlag nicht ermittelbar], Bd. 25 (2025),
Heft 4, Artikel 100630, insges. 12 S.

[Imp.fact.: 4.4]

Chabi, Negar; lllanes, Alfredo; Beuing, Oliver; Behme, Daniel; Preim, Bernhard; Saalfeld, Sylvia
Semi-automatic segmentation of elongated interventional instruments for online calibration of C-arm imaging
system

International journal of computer assisted radiology and surgery - Berlin : Springer, Bd. 20 (2025), Heft 9, S.
1875-1888

[Imp.fact.: 2.3]

Dierkes, Joel; Stelter, Daniel; Rossl, Christian; Theisel, Holger

Towards scaling-invariant projections for data visualization

Computer graphics forum - Oxford : Wiley-Blackwell, Bd. 44 (2025), Heft 2, Artikel e70063, insges. 12 S.
[Imp.fact.: 2.9]

Diinnwald, Max; Krohn, Friedrich; Sciarra, Alessandro; Sarkar, Mousumi; Schneider, Anja; Fliessbach,
Klaus; Kimmich, Okka; Jessen, Frank; Rostamzadeh, Ayda; Glanz, Wenzel; Incesoy, Enise |.; Teipel,
Stefan; Kilimann, Ingo; GorBB, Doreen; Spottke, Annika; Brustkern, Johanna; Heneka, Michael Thomas;
Brosseron, Frederic; Liisebrink-Rindsland, Jann Falk Silvester; Hammerer, Dorothea; Diizel, Emrah;
Tonnies, Klaus; Oeltze-Jafra, Steffen; Betts, Matthew J.

Fully automated MRI-based analysis of the locus coeruleus in aging and Alzheimer's disease dementia using
ELSI-Net

Alzheimer's & dementia. Diagnosis, assessment & disease monitoring - Hoboken, NJ : Wiley, Bd. 17 (2025),
Heft 2, Artikel €70118, insges. 14 S.

[Imp.fact.: 4.4]

Friesecke, Lukas; Braune, Christian; Rossl, Christian; Theisel, Holger

Uncertainty-aware PCA revisited

IEEE transactions on visualization and computer graphics / Institute of Electrical and Electronics Engineers -
New York, NY : IEEE . - 2025 ;

[Online first]

[Imp.fact.: 6.5]

Hanke, Laura lIsabel; Schwoerer, Patrick; Huettl, Florentine; Vradelis, Lukas; Strelow, Kai-Uwe;
Boedecker, Christian; Saalfeld, Patrick; Chheang, Vuthea; Buggenhagen, Holger; Lang, Hauke;
Hansen, Christian; Huber, Tobias

Use of an immersive virtual reality application to educate medical students in patient handover - pilot study
JMIR Serious Games - Toronto : [Verlag nicht ermittelbar], Bd. 13 (2025), Artikel 73907, insges. 12 S.
[Imp.fact.: 4.1]

Hsu, Wei-Chan; Meuschke, Monique; Frangi, Alejandro F.; Preim, Bernhard; Lawonn, Kai

A survey of intracranial aneurysm detection and segmentation

Medical image analysis - Amsterdam [u.a.]: Elsevier Science, Bd. 101 (2025), Artikel 103493, insges. 28 S.
[Imp.fact.: 11.8]
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Jakober, Jorik; Kunz, Matthias; Kreher, Robert; Pantano, Matteo; BraB, Daniel; Weidling, Janine;
Hansen, Christian; Braun-Dullaeus, Riidiger; Preim, Bernhard

Design, development, and evaluation of an immersive augmented virtuality training system for transcatheter
aortic valve replacement

Computers & graphics - Amsterdam [u.a.]: Elsevier Science, Bd. 133 (2025), Artikel 104414, insges. 9 S.
[Imp.fact.: 2.8]

Jendersie, Robert; Lessig, Christian; Richter, Thomas

A GPU parallelization of the neXtSIM-DG dynamical core (v0.3.1)

Geoscientific model development - Katlenburg-Lindau : Copernicus, Bd. 18 (2025), Heft 10, S. 3017-3040,
insges. 24 S.

Korte-Bektas, Jana; Gaidzik, Franziska; Spitz, Lena; Pravdivtseva, Mariya; Behme, Daniel; Larsen,
Naomi; Saalfeld, Sylvia; Berg, Philipp

Analysis of the treatment effect of the Contour Neurovascular System in intracranial aneurysms - larger neck
coverage area is associated with longitudinal flow reduction

Computers in biology and medicine - Amsterdam [u.a.]: Elsevier Science, Bd. 197 (2025), Heft Part A, Artikel
111002, insges. 9 S.

[Imp.fact.: 6.3]

Kreher, Robert; Hille, Georg; Preim, Bernhard; Hinnerichs, Mattes; Borggrefe, Jan; Surov, Alexey;
Saalfeld, Sylvia

Multilabel segmentation and analysis of skeletal muscle and adipose tissue in routine abdominal CT scans
Computers in biology and medicine - Amsterdam [u.a.]: Elsevier Science, Bd. 186 (2025), Artikel 109622, insges.
7S.

[Imp.fact.: 6.3]

Kunz, Matthias; Schott, Danny; Wunderling, Tom; Halloul, Martin; Hansen, Christian; Albrecht, Anne;
Braun-Dullaeus, Riidiger C.

Embryonic heart development as an immersive experience - unveiling learning effects and influential factors in
virtual learning environments

Computers in biology and medicine - Amsterdam [u.a.]: Elsevier Science, Bd. 187 (2025), Artikel 109638, insges.
10 S.

[Imp.fact.: 6.3]

Mielke, Tonia; Allgaier, Mareen; Hansen, Christian; Heinrich, Florian

Extended reality check - evaluating XR prototyping for human-robot interaction in contact-intensive tasks

IEEE transactions on visualization and computer graphics / Institute of Electrical and Electronics Engineers -
New York, NY : IEEE, Bd. 31 (2025), Heft 11, S. 10035-10044

[Imp.fact.: 6.5]

Mielke, Tonia; Heinrich, Florian; Hansen, Christian

SensARy substitution - augmented reality techniques to enhance force perception in touchless robot control
IEEE transactions on visualization and computer graphics / Institute of Electrical and Electronics Engineers -
New York, NY : IEEE, Bd. 31 (2025), Heft 5, S. 3235-3244

[Imp.fact.: 6.5]

Mittenentzwei, Sarah; Garrison, Laura A.; Budich, Beatrice; Lawonn, Kai; Dockhorn, Alexander;
Preim, Bernhard; Meuschke, Monique

Al-based character generation for disease stories - a case study using epidemiological data to highlight preventable
risk factors

i-com - Berlin : De Gruyter, Bd. 24 (2025), Heft 1, S. 259-281

Pickert, Paul; Giers, Anja; Lux, Anke; Papaioannou, Vassiliki-Anna; Esmaeili, Nazila; Hagenah, Jannis;
lllanes, Alfredo; Boese, Axel; Arens, Christoph; Davaris, Nikolaos

Perpendicular vascular changes in NBI-CE of laryngeal lesions - diagnostic accuracy, reproducibility, and common
pitfalls

Diagnostics - Basel : MDPI, Bd. 15 (2025), Heft 23, Artikel 3051, insges. 17 S.

[Imp.fact.: 3.3]

15



Poehls, Jeran; Meuschke, Monique; Carvalhais, Nuno; Lawonn, Kai

Either or - interactive articles or videos for climate science communication
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